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Abstract

I discuss some important issues in the design of a competition
for scheduling systems. There are many critical decisions to
be made in designing such a competition including: the num-
ber and format of the tracks, the source and format of bench-
marks, and the metrics and ranking system used to evaluate
solvers.

Introduction
Given the perceived success of competitions in planning,
theorem proving, propositional satisfiability and elsewhere,
it is timely to consider a similar competition for scheduling
systems. This discussion is inspired in part by my experi-
ences as a judge of the CASC theorem proving competition,
as well as a judge of the SAT competition.

Motivation
Why run a competition?

First, competitions appear to help advance research. The
CASC and SAT competitions are perceived to have deliv-
ered clear returns to their research fields. SAT solvers in
particular have advanced rapidly once a competition was
started. Competitions permit low level development, which
is needed to provide practical systems, to be recognized and
rewarded. It is often difficult for such development to be
recognized within conference paper tracks.

Second, competitions can provide rewards to their partic-
ipants. In my own research institute, success in a competi-
tion is one of several factors considered by promotion pan-
els alongside more traditional factors like publication lists.
Competitions also can make research more personnaly re-
warding for participants. Research is often a solitary en-
deavour, whilst competitions tend to be much more social.

Third, competitions can help to bring academic research
closer to industry. Competitions may expose academics to
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more realistic problems. Competitions may also push aca-
demics to solve problems of a scale and messiness closer to
that required by industry. On the other side, competitions
may give industry a better appreciation of the strengths of
new methods. They may therefore feel more confident in
investing in the more promising new methods.

Despite all these benefits, competitions are not without
their problems. First, competitions can sometimes hinder re-
search. The competition may encourage small incremental
local improvements. It may be difficult for radical new ap-
proaches to be proposed if they need several years of devel-
opment to reach and eventually exceed the performance of
existing methods. For this reason, it may pay to rest the com-
petition every few years. Second, competitions are hard to
design well. We want to ensure scientific progress is made,
and not just algorithm tweaking. This requires clear ob-
jectives and careful design to meet these objectives. Third,
competitions require considerable investment by the partic-
ipants. It is important therefore to ensure the competition is
designed to reward both the organizers and the competitors.

Some design issues
There are, it seems, strong arguments to hold a scheduling
competition. However, the design of such a competition is
not without problem. Some of the issues are common to
competitions in other areas (e.g. how do we rank systems?).
However, a few issues are more specific to scheduling (e.g.
what types of scheduling problems should we consider?).
The following is an non-exhaustive list of some of the design
issues that need to be addressed to ensure a successful and
useful scheduling competition.
Multiple tracks: Like theorem proving, scheduling is a

broad field requiring a variety of solution methods. At
CASC, there are separate tracks for different types of
problems (e.g. Horn problems, and problems with equal-
ity). Theorem proving methods good on Horn problems
may not be able to deal with equality effectively and vice
versa. Similarly, a scheduling competition will require
different tracks to deal with the different types of schedul-
ing problems (e.g. pre-emptive, open shop, job shop, flow
shop). Different tracks may also be desirable to deal with
the different types of optimization criteria. For instance, a
solver good at reducing makespan may not be good at re-
ducing tardiness. Separate tracks permit different types of



solver to compete. In particular, complete methods which
prove optimality should not be compared directly with in-
complete methods that do not. Complete methods can of
course still compete in the incomplete tracks but not vice
versa. One danger is having too many tracks. This makes
the competition more difficult to run. In addition, there
may be too few participants in each track to make it com-
petitive. In CASC, there is one combined track where
problems can be of any form. This is the most prestigious
track and has encouraged the development of versatile and
robust solvers.

Problem format: It is important for the community to
agree upon a common problem format. Given the di-
versity of scheduling problems, this needs to be exten-
sible. As in the planning competition, initial competitions
can be with very simple and generic scheduling problems.
However, over time, the competition can evolve towards
more realistic scheduling problems. The choice of a prob-
lem format may have long reaching effects. For example,
as part of the DIMACS special year on combinatorial op-
timization in 1993, a problem format was put forwards in
order to run an one-off competition on SAT solving. This
format has became the standard input format for the com-
munity and is used by all SAT solvers today.

Benchmark library: The problems should be drawn from
an associated benchmark library which is freely available.
This enables competitors to prepare their systems. With
CASC, problems are drawn from the TPTP library. New
problems from this library are held back from the library
in the months leading up to the competition so that the
competition is on instances not previously seen by the
competitors. The number of problems in TPTP has grown
consistently over time. This helps prevent ceiling effects
where systems are all doing close to optimal, as well as
over-fitting of system parameters to the benchmark li-
brary. Another issue with a benchmark library is that the
problems can easily become the default for experimental
analysis in the field. Great care has to be taken that the
problems are truly challenging. In addition, a standard
format discourages valuable research on modelling prob-
lems, reformulation and related issues.

Solution correctness: Before the competition, systems
needs to be “checked” for correctness. For incomplete
systems, a variety of problems need to be solved and the
solutions returned checked for feasibility. For complete
systems, we need to test on problems with known op-
timal solutions to ensure that the correct optimal is re-
turned. Any system which returns an incorrect answer can
be eliminated from the competition. In the SAT compe-
tition, any such solver is permitted to continue but “hors
concours”. It helps greatly to have publically available

code to test any solution. In this way, participants can
quickly debug their solvers.

Time-outs: With a large number of competing systems, it
may be impossible to give each a long time-out on every
benchmark. A strategy adopted within the SAT commu-
nity that has merit is a two round competition. In the first
round, solvers are given a relatively short time-out (a few
minutes at most), then only the top few solvers advance
to the second round where there is a longer time-out to
select the top rankings. The first round can be run before
the conference, but the second round should be run during
the conference (perhaps with a large real-time scoreboard
in coffee breaks) to encourage interest.

Metrics: There need to be simple metrics to compare the
different systems. For incomplete methods, this might
be the quality of the solution found within the time-out.
For complete methods, this might be the number of
solutions proved optimal, tie-breaking on the quality of
the best solution for problems not solved to optimality.
CASC experimented with a variety of complex weighting
schemes. However, the winner is typically the systems
proving the most theorems within the time-out. Another
important metric is the baseline provided by last year’s
winner. In fact, CASC only awards a prize if last year’s
winner is beaten. Ultimately, we want to compare the
time v. solution quality curves of each solver. One
possibility is to identify any solver which is not Pareto
dominated. However, this may give too many “winners”.

Ranking: Ultimately a competition needs to compute a
winner. Indeed, we usually want to declare at least the
top three systems. This can be seen as a ranking problem.
We might therefore borrow methods for social choice like
the Borda rule to compute a ranking based on the ranking
of systems on individual problems.

Judges: Even if the competition rules are written very
carefully, there are likely to be situations arising within
the competition that casue dispute. Participants can also
be very competitive. For this reason, it helps to have a
couple of independent judges, preferably senior members
of the research community without a direct interest in the
result.

Incentives: Few incentives are needed to get a strong field
of competitors at the CASC and SAT competitions. How-
ever, incentives are useful for the organizers. Running a
competition is a very time-consuming business. CASC
has traditionally reported results in an annual journal pa-
per. This provides some return to the organizers on their
investment of time. In additional, the organizers present a
summary of the results in a conference talk.



Conclusions
All in all, I believe a well designed scheduling competition
would profit the ICAPS research community greatly. It re-
quires considerable effort from a small number of individu-
als. However, it is likely to be help push the field forward,
towards more versatile and robust systems, and ultimately
towards real economic return in deployed systems.


