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Abstract

In this paper we analyze the lessons learned during
three projects that are being developed between our re-
search group and our spin-off IActive Intelligent Solu-
tions. These projects are based on the deployment of
AI planning technology in three different business en-
vironments with a different degree of maturity in ICT.
In these three cases we will focus on how to extract do-
main and problem files and how to integrate action plans
with existing information services on the end-user side
in order to facilitate the integration of P&S technology
with legacy software and end-users work environment.

Introduction
Artificial Intelligence Planning research community has al-
ways kept an eye out for applying its technology to real
world problems and reach an industry level deployment
comparable to that of other disciplines like neural networks,
genetic algorithms or fuzzy logic, just to mention some of
them. Despite being a relative old discipline, at least older
than most of those mentioned before, planning technology
has some very good examples of applications but it does not
seem to be mature enough to lead an enterprise-wide de-
ployment and to be part of the whole enterprise or business
jigsaw puzzle.

There may seem to be many reasons behind this lack of
success like the need for efficient planning algorithms, the
need for enhanced underlying reasoning processes (uncer-
tainty, time, resources, ...), the need to deal with exogenous
events or sensing operations among others. These are some
of the lines that are being pursued from the own research
community to bridge this well known gap. Although all
of these problems focus on the inner part of the planning
piece of Figure 1, and this is an important effort to drive this
technology forward, there are other important questions that
should also be addressed with regards to insert the planning
piece into the whole puzzle. Both categories of problems are
very important, but papers that fall on the former type seem
to dominate in mainstream conferences. Here, we intend to
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Figure 1: The enterprise-level (business-level) integration
puzzle

share some of the interfacing issues of the second type that
we have learned from our past and current experience that
started in our research group and is now being undertaken at
our spin-off IActive Intelligent Solutions1.

The main issue: knowledge integration
One of the most distinguishing features of planning technol-
ogy is that it is a knowledge-intensive task, that is, planning
a solution to a problem in a human-centered environment
implies taking into account a lot of knowledge about the
problem being solved. This knowledge comes from many
different and, mostly, heterogeneous sources and it must be
“prepared” somehow to the PDDL (Edelkamp & Hoffmann
2004) input gateway (or similar) to our state of the art plan-
ning engines in the form of problem and domain files. In
addition to this, the solution plan must also be processed to
fit into the structure of the whole puzzle. Therefore we must
analyze how these inputs and outputs of our planning algo-
rithms impact into the remaining components of the puzzle
and try to reduce this impact as a way to ensure (part of) the
success of the planning technology.

In our very modest point of view, the integration of AI
planning technology into any existing enterprise or business
environment must take into account the following points:

• Technology is an enabling factor of change, not the

1http://www.iactive.es



change itself. That is, the integration of new technol-
ogy should not produce a change for the environment to
adapt to it, instead, technology should adapt to the exist-
ing business environment. This is very important because
business stakeholders (decision makers, actors and man-
agers) are not intended to know about planning domain
languages, nor logical predicates nor any other formalism
planning researchers are used to deal with. So there must
be a mapping between the language that business stake-
holders are used to deal and the language that our planners
handle. This mapping is not only a matter of translation
but it may also imply a hard work on knowledge extrac-
tion and validation.

• Technology must be as transparent as possible. Business
environments are plenty of software for their daily work
and we do not foresee the planning engine to be a stan-
dalone application by itself. Instead, we do foresee a plan-
ning engine as something as a “plug and play module” or
a “helper application” for legacy software so end users
may have access to planning technology from and to their
everyday applications.

The combination of these two points is, therefore, an im-
portant issue to get planning technology integrated into the
whole business puzzle. They are not exclusive of AI plan-
ning technology, but it is also shared with other mature
AI technology. However, planning technology strongly de-
pends on the representation of operational knowledge2 and
this knowledge is not easily available in a explicit form in
these environments, so its integration appears to be more dif-
ficult. In a increasing number of cases, business stakeholders
are starting to pay more attention to business process model-
ing and management so that they use different languages to
represent their operative knowledge and to execute and mon-
itor their business processes. In the best situation, extracting
the operative knowledege required for the planner becomes
easier and less costly. Easier because all the processes are al-
ready modeled and described by the own end user so a plan-
ning domain expert only needs to query these models and
translate the required details into a planning domain descrip-
tion language like PDDL. And less costly because, if this
translation process could be done automatically, any main-
tenance change on the business rules or processes made by
the end users, are immediately translated into the planning
domain without the intervention of planning domain experts.

In the forthcoming sections we discuss how the consider-
ation of these points have affected to three different projects.
In all of them there was a need to integrate AI planning tech-
niques but none of their end users was supposed to know
about these techniques nor artificial intelligence in general,
so the integration of the planning piece in their correspond-
ing business puzzle was a subtle issue.

2Operational knowledge must be understood as the knowledge
about how to get things done, as opposite, or at least different, to
descriptive knowledge about how things are.

First case of study: crisis management in
Andalusia

In (Fdez-Olivares et al. 2006) we were (and in fact we still
are) engaged in the application of planning techniques to
help fire directors to define a forest fire fighting plan in An-
dalusia (Spain), it fully covers the stages of preparedness
and response and it might be generalized to any other crisis
situation. End users are fire directors, in charge of making
the main decisions and driving all the operations during the
episode, and technical and administrative staff in their chain
of command, who are responsible of launching execution
orders, monitoring the execution of the plan and updating
administrative information.

The problem
The description of the initial state of the problem must con-
tain an exhaustive description of all the fire fighting re-
sources in Andalusia. This implies the representation of
large amount of information about facilities (32), brigades
(341), pumping vehicles (94), spraying helicopters (27), etc.
The goal of the problem must be described in terms of the
geographical deployment of operational areas and the target
operations. The main issue here is that the planner needs
this information and this information is being queried and
updated daily by human operators as well, who are not in-
tended to know anything about PDDL nor other planning
formalisms. Obviously, there must be a common represen-
tation, accessible both by human users and by the planner
with the following features:
• It must be rich enough to represent all the knowledge re-

quired for the planner.
• It must be easily accessible by human operators to query

and update daily operations, with no training effort on any
additional language.

• It must be easily accessible by the planner to extract the
required knowledge into a PDDL problem file.

Figure 2: Integration of the first case on crisis situations

The representation chosen was an underlying ontology
designed in Protégé3 with a MySQL back-end to support an
efficient and concurrent access to the information. On top of

3http://protege.stanford.edu



this ontology we built a web service with a clearly defined
API. This web service may be used either from a web por-
tal (so that administrative staff easily query and update the
knowledge in the ontology through any web browser, see
Figure 3) or from an existing GIS application4 (so that tech-
nical staff may easily introduce the geographical layout and
target areas of the goal, see Figure 4)

Figure 3: Access to the knowledge base through a web
browser for administrative purposes

Figure 4: Access to the knowledge base through ArcMap for
technical purposes

The domain
The current degree of maturity on ICT of the forest fire
fighting service in Andalusia does not allow them to have
formalized their fire fighting protocols in any well known
process language like OWL-S or XPDL. Instead, they only
have training and working documents that explain these pro-
tocols. Therefore, we decided to encode the domain by hand

4ArcMap by ESRI http://www.esri.com

for our HTN planner, as an HTN extension of PDDL 2.2
(Castillo et al. 2006), and keep it away from administra-
tive and technical staff so that only a planning expert may
update and modify it. We were not happy with this deci-
sion because neither administrative or technical staff may
have access to the fire fighting protocols encoding and thus,
their independence (and therefore the transparency of plan-
ning technology) was severely reduced. This was manda-
tory since, currently, administrative and technical staff are
not expected to be introduced in process description lan-
guages. However, Andalusian administration is introducing
these languages gradually at all the levels of the adminis-
tration and we foresee that, in a near future, forest fighting
technical staff will be skilled enough to formalize and repre-
sent their fighting protocols in some of these languages and
then, the adoption of our planning technology will be much
more transparent, as it is shown in the next cases of study.

The plan
Finally, the planner has been integrated as an additional tool-
bar of the ArcGIS suite so that it is called just by clicking
a button on their everyday desktop. The plan obtained by
our planner is also introduced in the whole business puz-
zle of the technical and administrative staff. Our planner is
able to obtain the plan in an enhanced XML format that in-
cludes, all the temporal constrains (direct and inferred con-
strains), binding of variables and annotations gathered dur-
ing the search process. This allows us to translate this XML
plan into other formalisms like a chronogram for the GIS
platform, a MS Excel file, a Gantt chart or a proprietary for-
mat of the technical staff (Figure 5).

Figure 5: A proprietary format for plan visualization

As may be seen, introducing the plan into the legacy soft-
ware infrastructure is the easiest task given our enhanced
XML representation of the plan.

In summary, planning technology has been introduced
silently, integrated with the regular working environment of
the administrative and technical staff (web browsing, GIS



software, spreadsheets and Gantt editors). The unique draw-
back is that technical staff cannot modify the domain by
themselves but through our intervention. This is a matter of
the maturity of the forest fire fighting field and it is expected
to change in the near future with the adoption of standard
business process modeling languages.

Second case of study: learner centered design
This second case focus on the distance learning field, partic-
ularly in what is known as learner centered design. In this
case, the introduction of planning technologies allows us to
define customized learning paths for a given course. That
is, the goal is the arrangement of the resources associated to
the course taking into account the goals selected by the in-
structor and the own needs, features and constraints of every
student, so that every student in the same course will have
its own learning path to the goals.

Figure 6: General view of a Learning Management System

A Learning Management System (LMS) is composed of
several related databases (Figure 6):
• The learning objects repository contains all the ed-

ucational resources (documents, videos, photographs,
schemes, etc) that could be linked to make up a course.
Every learning object is labeled by means of an exten-
sive set of standard metadata (IMS-GLC 2007) so that the
instructor may describe the main features of the learning
object and its adequacy to different student profiles.

• The user profiles database contains extensive information
about each student: personal data, preferences, learning
style, academic history, his/her hardware/software plat-
form and others. It follows the IMS-LIP standard (IMS-
GLC 2007).

• The learning objectives are specified by the instructor for
each course, so all the students of the same course are
intended to reach the same goals.

• The learning design database contains a timed sequence
of learning objects that each student must follow to reach
the course’ goals adapted to his/her own features. It fol-
lows the IMS-LD specification (IMS-GLC 2007).

The goal of a LMS is to serve as a framework for the defini-
tion of a course and for the student to follow that course in a
distance learning setting.

The introduction of planning techniques in this environ-
ment may be described by the following steps (Figure 7:

Figure 7: Integration of AI planning into the ILIAS Learning
Management System

1. The learning objects repository is labeled using a exten-
sive set of standard metadata, mainly a specific subset
of metadata that encode the structure and dependence of
the learning objects (for more details see (Castillo et al.
2007)).

2. (Dotted lines) The instructor explores the repository and
define the learning objectives of a given course.

3. (Dashed lines) Our system explore the different databases
of users profiles, learning objects and learning objectives
and generate the necessary PDDL 2.2 (Edelkamp & Hoff-
mann 2004) files for our HTN planner to run. The planner
is executed and a customized learning plan is obtained for
every student registered at the same course.

4. (Dotted/dashed lines) The learning plan is translated into
a form playable or understandable by the LMS, usually
under the IMS-LD specification.

5. The plan is executed (or played) by the student to follow
the course adapted to its own features and needs.

The problem and the domain

This case of study provides a more formal framework for
inserting planning technology since the standards used for
labeling metadata and user profiles provide a great amount
of knowledge (Figure 8) that can be exploited to extract de-
scriptive and operational knowledge for the planner. In par-
ticular in (Castillo et al. 2007) we show that this knowledge
is rich enough so as to automatically extract the problem
and the domain files for a HTN planner from a SOAP inter-
face (W3C 2007) provided by the web services of the IL-
IAS LMS (ILIAS 2007), a well known platform for distance
learning.

These metadata are introduced directly from the LMS
(Figure 9) and they all belong to the standards commonly
used in distance learning, so there is no additional impact on
end users (instructors).



Figure 8: An exhaustive labeling of learning objects (com-
pound objects in light shadow and simple objects in darker
shadow) showing ordering, dependence and composition re-
lations. It also shows that every simple object may be la-
beled with other features like its language, its hardware and
software requirements, its degree of difficulty and its option-
ality amongst other

Figure 9: All the metadata and profiles are introduced
through the standard web interface of the LMS

The plan
The HTN domain and problem files, which are automati-
cally extracted from the LMS, are fed into the planner and
a plan is obtained for every student registered in the same
course. Although each plan might be different, all of them
will allow students to reach the same goals, but taking into
account the special features of each student. Finally, this
plan is inserted back into the LMS to be played in the form
of a IMS-LD compliant file.

In summary, the cost of introducing planning techniques
in this business environment is dramatically reduced and
the technology is fully transparent to end users (instructors).
The effort made by the instructor to encode the metadata of
the learning objects, something that can be considered usual
in any LMS, is enough for obtaining the most subtle part of
the planning piece: the problem and the domain files. Later
on, the plan is easily inserted in the LMS platform with no
additional cost. This means that, if end users are skilled on

some high level formalism for their daily work and this for-
malism is able to encode some descriptive and/or operative
knowledge useful for the planner, then we can extract prob-
lem and domain knowledge directly from these formalisms
without having to depend on others (planning experts) nor
having to learn a different formalism. The following case
follows this argumentation and introduces a third case of
study in which end users are skilled in a process description
language.

Third case: semantic web services composition

Semantic web services techniques support the way in which
already existing syntactic web services can be extended with
a semantic layer in order to be automatically discovered,
composed and invoked. The main goal of this third case
of study is to provide a logical framework for an HTN plan-
ner to be capable of both interpreting SWS descriptions and,
given a high level service request, reasoning about them in
order to automatically compose and execute a sequence of
web services that provides the service requested (see (Fdez-
Olivares et al. 2007) for more details). There are several
standard proposals for SWS but OWL-S (Martin et al. 2003)
is a very good choice to this purpose for the following rea-
sons. On the one hand, OWL-S process model allows to
represent web services as processes with typed input/output
parameters, preconditions and effects and a compositional
hierarchy of atomic and compound processes. And, on the
other hand, it is based on a data model built on top of
an OWL ontology consisting of classes, properties and in-
stances. Therefore, our goal, in this case, is translating the
OWL-S process and data models into an HTN extension of
PDDL 2.2 domain and problem files, call the planner and
obtain a plan as a timed sequence of actions that could be
used as an executable sequence of web services to give a
response to the high level service request.

Figure 10: Our system has been embedded into an OWL and
OWL-S editor environment as Protégé



The problem and the domain
The translation process first maps the OWL data model into
the PDDL data model by translating OWL classes, prop-
erties and instances into PDDL types, predicates and ob-
jects, respectively.Then it maps the OWLS process model
into an HTN domain that represents the operation of both
atomic and composite processes as primitive tasks and task
decomposition schemes, respectively. Atomic processes are
mapped as PDDL durative actions and the workflow pattern
of every composite process is mapped into a method-based
task decomposition scheme that expresses the operational
semantics of the control structures found in that composite
process.

The plan
The planner makes use of the knowledge encoded in the do-
main (representing the OWL-S process model) as a guide
to find a sequence of temporally annotated primitive actions
that represents a suitable composition (with possibly paral-
lel branches) of atomic processes. This sequence is sent to
a Monitor module that is in charge of both scheduling the
execution of atomic processes according to their temporal
information and sending execution orders to an Executive
module. This module is in charge of executing web services
invocations and sending back the information.

Figure 11: The integration of our HTN planner into a web
service composition based business environment

In summary, this last example has also shown how a plan-
ning engine may be seamless integrated into environments
with a strong underlying formalization of processes. In this
case, it is a web service composition based environment and
domain experts are supposed to have skills on process design
languages like OWL-S (in the case of other languages, the
procedure would be similar). The point is that their business
models written in OWL-S are rich enough so as to extract
valid PDDL domain and problem files, so the introduction of
planning technology is fully transparent for these end users
and it may be fully embedded into their existing working
environments.

The way forward
After these three cases, we have learned two important
lessons that might be considered complementary. On the

one hand, there is a common issue about the integration
of AI planning technology into existing business environ-
ments, what imply the need to share the information between
end users and the planner. AI planning needs much knowl-
edge and most part of it is dynamic, it depends on end-users
databases and not only the user but also the planner may
modify this knowledge, so there must be a common repre-
sentation of the knowledge or, at least, a gateway to get the
knowledge from and to the available sources. No one will
accept to replicate their data or re-type it by hand as the in-
put to the planner. The planner must adapt to the existing
structure of the data and get what it needs wherever it is.
In most cases, the sources of knowledge are very heteroge-
neous since end users may have its information distributed
on different platforms, operating systems or database sys-
tems. This also implies that the target environment must be
either based on, or ready to adopt, a service oriented archi-
tecture (SOA) based on the extensive use of web services, in
order to enable this interoperability of different platforms
and to grant access to the whole set of data available in the
enterprise. In the case that the target environment is not
adapted to a SOA, the planning module might be a catalyst
for the introduction of such technologies since it is the main
interested part in having a common access to the whole en-
terprise data (Fdez-Olivares et al. 2006).

On the other hand, and very related to this, it is the ques-
tion about the level of automation of the workflow manage-
ment at the target business environment. In the case that
this business environment has automated (or is automating)
its operational processes within what is known as Business
Process Management (BPM) (Fischer 2007) that takes into
account resources, employees, applications, documents and
the own organization, the application of AI planning tech-
nology seems to be less costly. It would also be less in-
dependent of third party planning experts, since all of the
knowledge needed to encode domain and problems for the
planner may be extracted from their BPM suites (like in
cases 2 and 3 before). This is becoming particularly good
since most relevant enterprises are currently engaged in a
process of automation of their operational business pro-
cesses by using standard languages like OWL-S but mostly
XPDL and BPEL (Fischer 2007) and there is a clear map-
ping between these languages and our planning domain de-
scription languages like PDDL either for plain or HTN do-
mains (Castillo et al. 2007; Fdez-Olivares et al. 2007;
Sirin et al. 2004). Since BPM suites integrate business
analysts, technical developers and business managers, they
can modify their business rules by themselves and the plan-
ning domain will be automatically updated, without the in-
tervention of external planning experts and thus, increasing
the transparency of this technology. Even more, these BPM
suites are strongly based on the use of an underlying SOA,
what provides the best context for a seamless and deep inte-
gration of AI planning technology. In the case that the target
environment is not aware of this BPM technologies, the im-
plantation of AI planning would be more difficult since busi-
ness experts will still depend on planning experts to mod-
ify planning domains as soon as their business rules change
(like the first case in this paper).



In any case it is worth to recall that these issues of trans-
parency and integration of AI planning technology are a key
factor to implement and deploy our technology, that is, we
must seamlessly integrate with end users data, but also with
their business rules, so that we do not induce a change on the
enterprise before the adoption of our technology but reduce
the impact that this technology might have after adopting
our technology.
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